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ABSTRACT
The rapid growth of the Internet of Things (IoT) industry has in-
creased the demand for intellectual property (IP) cores. Increasing
numbers of third-party vendors have raised security concerns for
System-on-Chip (SoC) designers. With the growing complexity of
SoC design, the workload is overwhelming for SoC designers to
diagnose security vulnerabilities manually. Almost all existing SoC
platforms are developed using SystemVerilog. However, there is a
lack of reliable security static analysis tools for directly processing
the SystemVerilog program. Due to its open-source, flexibility and
extendability, RISC-V CPU has become an ideal platform for the
IoT applications such as wearable devices, entertainment, smart
thermostats, etc. As a result, assuring the trustworthiness of a given
RISC-V system is highly desired. This paper proposes a graph neural
network-based Trojan detection framework to protect the RISC-V
SoC platform written in SystemVerilog from intruding malicious
logic. The study is under-construction and planned to be validated
on the Ariane RISC-V CPU with several peripheral IPs in the ex-
perimental section.
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1 INTRODUCTION
As an open-source instruction set architecture (ISA), RISC-V pro-
vides more robust support for low-power and high-performance
processor designs. The current RISC-V standard version supports
16-bit, 32-bit, and 64-bit instructions. In addition, the RISC-V-based
processor core can support flexible architecture design and help
reduce hardware overhead. Therefore, it has been widely used as
the platform of Internet-of-Things (IoT) applications. In the mean-
time, hardware Trojan, as a typical threat of 3rd-party vendors, also
places high-security uncertainties on SoC end-users and customers
in IoT industry. Unfortunately, although many frameworks have
been developed to resist the attacks like return oriented program-
ming (ROP) and jump oriented programming (JOP), few works
have been proposed to address micro-architecture level threats in
the RISC-V micro-architecture by now. The methods for checking
hardware Trojan in a very large system always run into problems
such as the state space explosion.

For example, speculation vulnerabilities in the modern processor
core are utilized to launch a series of attacks, like branch predictor
(BP), branch target buffer (BTB), and return stack buffer (RSB) [22].
Additionally, the vulnerability in out-of-order (OOO) processors is
exploited to leak sensitive information by launching side-channel
based attacks [24]. Furthermore, more and more hardware secu-
rity vulnerabilities and Trojans are released through the database,
such as the Common Weakness Enumeration [2], and published in
security competitions, such as Hack@Dac[1].

However, while most RISC-V SoC designs are built using Sys-
temVerilog, security verification tools that work at the HDL level
are lacking [20]. One of the significant reasons is that detecting
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Figure 1: The IC supply chain.

a specific vulnerable structure becomes an NP-Hard problem af-
ter mapping hardware design to a graph [14]. On the other hand,
designers must convert their SoCs into gate-level netlists for analy-
sis purposes for verification [42]. Unfortunately, high-level circuit
structures are lost in post-synthesis netlists and high-level software
descriptions. The recovery of high-level circuit structures is also
NP-hard and is an ongoing research problem, along with locating
the position of threats. To solve the above problem, we developed
an approach to train the hardware vulnerability model and then
utilize it in threat detection on the micro-architecture level. The
hardware design written in SystemVerilog is first parsed into an
Abstract Syntax Tree (AST). Yosys transcribes the synthesizable
parts of the AST into IR (RTLIL), and at same time, it would gener-
ate a graphviz DOT file for the specified component of the design.
Following this processing, we acquire the hardware’s topology and
feed it into a graph neural network for analysis.

In summary, the main contributions of this paper are:
• We investigate the technical details of existing hardware
intermediate representations (IRs) frameworks and the cor-
responding tools that process various hardware description
language (HDL) programs.

• By evaluating the topology of hardware design through
graph neural networks, we overcome the scalability issues
and unpredictable test time associated with simulation-based
methodologies.

• We use a residual learning technique to minimize the influ-
ence of particular hardware characteristics. Thus, the hard-
ware Trojans embedded in a variety of IP Cores consisted one
testbench. Our purpose is to determine the effect of inserted
hardware Trojans on the hardware topology. Simultaneously,
we utilize an RISC-V SoC Benchmark as our test dataset.

2 BACKGROUND
2.1 Attack Model
The IC supply chain is shown in Figure 1, which involves several
stages. First, the function-level HDL is developed from the design
specifications and then synthesized into the gate-level netlist files.
In this stage, third-party vendors and offshore companies are in-
cluded, bringing security uncertainty. Then in the back-end house,
the gate-level HDL is transformed to the layout netlist by consid-
ering more physical-level parameters. Finally, the layout files are
given to the foundry to fabricate the final IC products.

Figure 2: Examples of hardware IRs in design flow.

This paper assumes that the adversary can insert malicious logic
into the design stage Functional-level HDL. We assume that ad-
versaries may be the rogue agent at either the Front-end Design
House or the third-party IP vendors who can access the hardware
description language (HDL) code and insert a hardware Trojan
or backdoor to manipulate critical registers of the design. Such
a Trojan can be triggered by the conditions such as a counter, a
predetermined time, an input vector, or certain physical conditions.

2.2 Intermediate Representations for Hardware
An abstract syntax tree (AST) is a representation of the syntactic
structure of the source code. Within the AST, each node represents
an operation in the source code. Tools that deal with programming
languages, such as compilers, assemblers, synthesis tools, and ana-
lyzers, do not directly work on the source code. Instead, these tools
often take the AST as the initial representation of the code to be
processed before any transformations or analysis are performed.
To generate the AST of any source code, there are three steps. First,
a lexer converts elements in the source code stream into tokens.
Then a grammar definition is used to process the stream of tokens
ensuring that the syntactical rules are met. Lastly, the token stream
is rearranged and converted into a tree structure. The final AST
is generated after eliminating redundant extras. The equivalent
representations of AST that is readable for human beings are the
intermediate representations (IR).

2.3 Hardware IRs in Design Flow
Nowadays, high-level synthesis technologies and SystemVerilog
are utilized to rapidly develop large-scale SoCs. In addition, many
IR frameworks have been developed to improve the flexibility in
verifying and testing these hardware designs. The latest examples
of hardware-oriented IRs include FIRRTL [19], LLHD [32], LiveHD
[39–41], CoreIR [26], and uIR [33]. These IRs aim to become the
critical infrastructure of the hardware design flow and present an
ecosystem, as summarized in Figure 2.

In the ecosystem, developers use hardware description language
to design the circuit in RT-Level, such as SystemVerilog, Chisel, or
higher abstractions like C++. Then the RT-Level descriptions are
translated to these hardware IRs, that is shareable across multiple
designers and EDA tools. Based on the IRs, simulations, formal
verifications, synthesizing and security checking can be carried
out. Open-source tools are involved in these design flows, like the
LLVM compiler [23], Yosys [42], Verilator simulator [34], ABC [28],
and SAT/SMT solvers [11].
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As an example, developed in [32], LLHD is a hardware IR to
represent a finished hardware RT-Level design. It is claimed to
support a wide range of languages, including Chisel, SpinalHDL,
MyHDL, SystemVerilog, and VHDL. It covers most back-end pro-
cessing such as simulation, test-benches/formal verification, behav-
ioral and structural modeling, gate-level netlist synthesis. However,
most of the optimization and transformation functions are still in
development. Therefore, only a small subset of its ecosystem has
been implemented. LiveHD is another open-source framework de-
veloped to build scalable hardware designs [40]. It mainly applies
two hardware IRs: LNAST [41] and LGraph [39]. So far, the LiveHD
is still under construction. Due to the ambitious objective, these
hardware IRs still need time to connect with other RTL languages
and existing electronic design automation (EDA) tools.

2.4 Security Applications of Hardware IRs using
Lightweight Parsers

Meanwhile, unlike the above “ambitious” hardware IR frameworks,
some lightweight frontends are developed to pre-process the HDL
program, such as Veriable [8], Surelog [9], Slang [29], as well as
PyVerilog [36]. These tools parse either Verilog or SystemVerilog
design to their self-defined IRs. Accordingly, more and more studies
are proposed to analyze or formally verify hardware designs using
these lightweight parsers to finish the security check at a specific
domain. These methods include QIF-Verilog [13], RTSEC [5], If-
Tracker [25], QFlow [30], HW2VEC [44], GNN4TJ [43], Hardware
Fuzzing [37], Coppelia [45], etc. We summarize the workflow of
these security applications as shown in Figure 3.

As the most popular hardware description language, Verilog
is utilized as the source language for many well-developed EDA
parsers. For instance, PyVerilog is a Python-based parser that trans-
lates Verilog designs to IRs using a self-defined syntax and then
provides data flow analysis between two associated/connected sig-
nals. Then the data flow graph (DFG) of the Verilog design can be
generated for further analysis and verification. In QIF-Verilog and
QFlow, the quantitative information flow metrics are designed and
added as a feature to the DFG to evaluate the information leakage.
In terms of HW2VEC and GNN4TJ, the DFG is utilized for training
the model and then detecting security vulnerabilities. Although
DFG is employed effectively in the above methods, it is only a data
structure subset extracted from IRs. IF-Tracker and RTSEC perform
analysis based on the IRs directly to detect more sophisticated be-
haviors. For example, the malicious IPs’ interactions over the bus
in an SoC can be detected using IF-Tracker, while the trustworthy
enhanced hardware is generated by adding watermarking and logic
locking in RTSEC.

Very recently, methods have been proposed to translate Ver-
ilog codes into high-level descriptions in C++ or similar languages
[18, 45], which allows for the use of existing software verification
tools such as KLEE or Verilator [6, 34]. Although the Verilator is fa-
mous as an open-source simulator, it has become a popular Verilog
parser. By applying Verilator to convert a hardware design to C++
code, Coppelia performs security checking on the equivalent C++
program [27]. HW-Fuzzing uses Verilator to acquire the equivalent
model of the C++ language for Verilog code, based on which the

traditional software fuzzing is performed [37]. In addition, sym-
bolic execution engines such as KLEE or Fuzz tools such as AFL are
utilized in these approaches, respectively.

Compared with Verilog, it is more challenging to develop an
open-source parser for SystemVerilog because of its more complex
syntax. Slang and Surelog are two of the stable maintained Sys-
temVerilog parser. Specifically, Surelog is capable of transforming
SystemVerilog design to IRs that can be readable by Yosys. In this
paper, the proposed NN-based Trojan detection framework is based
on the AST graph mapped from Surelog IRs by Yosys.

2.5 Learning based Trojan Detection Approach
Over the last several decades, advances in machine learning (ML)
have reshaped established methodologies and models for various
design applications. Several machine learning detection algorithms
effectively detect HT in hardware designs, either at the register
transfer level (RTL)[16] or at the gate-level netlisting (GLN)[17].

While typical machine learning approaches provide very desired
results applied to Euclidean data, they are often severely performed
for non-Euclidean data. The graphs defining the hardware design,
on the other hand, are not Euclidean[7], which challenges utiliz-
ing these approaches. The notion of graph deep learning has been
developed to address NP-complete issues in graph matching. Fur-
thermore, other graph learning techniques, including Graph Convo-
lutional Networks (GCN)[21], Graph Neural Networks (GNN)[35],
and Graph Autoencoder (GAE)[38], partially solve the challenge
of evaluating non-Euclidean data. These works simultaneously
provide tools for the future development of machine learning ap-
proaches in hardware security.

As an example, HW2VEC[44] is proposed as a graph deep learn-
ing method to analyze the flow of hardware data on this foundation.
This work is on the netlist layer that detects the existence of hard-
ware Trojans. On the other hand, a more extensive data scale and
a lower abstraction level in the netlist layer increase the computa-
tion complexity of applying HW2VEC. Additionally, the PyVerilog
component is utilized in HW2VEC as a front-end with severe re-
strictions – it cannot take SystemVerilog files and is inefficient
when accepting large instances. Furthermore, this study does not
solve the issue of insufficient data to support network learning.
Therefore, we suggest our novel approach in an attempt to solve
these three constraints.

3 METHODOLOGY
The overall architecture of the proposed approach is demonstrated
in the Fig. 4. Beginning with hardware RTL design in SystemVer-
ilog, Surelog parses the design in one UHDM model. With the
help of UHDM Yosys integration, Yosys transforms the UHDM to
IR and generate a dot file for hardware structure. The Networkx
python package reads the dot file and provides an API to manipulate
the graph and export a graph. Graph Neural Network Framework
Spektral can be employed to construct the model. Specifically, the
approach is split into five components as follows.

(1) Parse the SystemVerilog design: Surelog, an ANTLR-
based parser, is used as a front-end to parse the SystemVer-
ilog hardware design into a Universal Hardware Data Model
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Figure 3: Applications of lightweight parsers in design flow.

Figure 4: Overall architecture of the proposed approach.

(UHDM). This file includes AST consisting of the Verilog
Procedural Interface (VPI) [10] .

(2) Create a schematic of the hardware structure: Yosys[42]
receives the UHDM file and automatically translates it to the
AST called RTLIL. Then RTLIL is converted to a hardware
structure diagram by yosys.

(3) Pre-processing the schematic of the hardware struc-
ture: A merge script is created to combine several Yosys
diagrams inside the hardware design.

(4) Transform: Graphviz graphs are transformed into a struc-
ture that the neural network can handle.

(5) Classify: Classification via Graph Residual Network.

3.1 Parse the Hardware Design
The raw data from the whole hardware design is parsed to a UHDM
model in the first step. Surelog, a multi-threaded SystemVerilog
preprocessor and parser, is the front-end of our approach, support-
ing the full SystemVerilog2017 standard. Due to the compiler’s
Antrl-based architecture, the recursive-descent parse technique
makes it one of the finest open-source tools for SystemVerilog. At
the moment, the compiler can compile any synthesizable subset of
SystemVerilog. Before Surelog preprocesses the hardware, we need
to create a flist that contains the entire hardware design. Surelog
generated UHDM is very similar to SystemVerilog’s Object Model.

Figure 5: The UHDM-YOSYS flow. The UHDM integration[4]
read theUHDMmodel via VPI, theAST is immediately rewrit-
ten into Yosys’ internal AST format, and Yosys generates
its own internal IR from the portions that can be synthe-
sized. Meanwhile, the show command could be used to get a
graphviz representation of the hardware topology.

Therefore, the simulator and other tools inside the toolchain can
access the data using the Verilog Procedural Interface(VPI).

3.2 Hardware Schematic Creation
In contrast to the conventional hardware security approach, neither
data-flow nor control-flow graph are employed directly. As in Fig.5,
Yosys’ function is utilized to generate schematics directly from
the synthesizable section of the IR (RTLIL) Yosys relied on, which
contains the hardware’s topology. We presume that the hardware
Trojan is inserted in the hardware design. Unlike other simulation-
based techniques, we aim to utilize a static method to reduce the
amount of data in the approach to avoid scalability concerns. Clas-
sification results could be acquired straight from static inspection.
Moreover, the proposed work is at the RT level, which further elim-
inates the scalability issues. Yosys creates a graph for each module
and the nodes are named evenly. Accordingly, a script is developed
to combine all the diagrams for the whole hardware design into a
giant diagram containing all hardware topological information.

3.3 Graphviz Graph Transformation
After acquiring the hardware design in Graphviz format, we have
to transform it into a graph to further simplify the computing work.
We accomplish this goal by utilizing Networkx [15], a Python li-
brary for constructing, manipulating, and analyzing complicated
networks. A variety of well-known geometric representation learn-
ing libraries (PyTorch-Geometric, Deep Graph Library, and Spek-
tral) could accept networkx-generated graphs as input. However,
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after being transformed to networkx graphs, the graphviz files gen-
erated by Yosys preserve additional information. This additional
information is omitted at this stage because the processed data
retains the hardware’s structure and could be put into the graph
neural network pipeline.

3.4 Handling of Hardware Topology
Due to the lack of datasets in hardware security, deep learning
approaches have yet to be ideal trained. Different IP core has natu-
rally distinct design structures, and it is difficult to migrate Trojan
features from one IP core to another. While some netlist-level work
could extract Trojan characteristics due to device homogeneity,
falling into the scalability issue at the netlist level would use much
more time. This stage introduces the notion of graph spectral do-
main and residual learning. The graph model obtained from the
hardware design is also known as a spatial domain; however, since
the number of node neighbors in this domain is not always equal,
we transform it into a spectral domain to complete the convolution
process. Specifically, the hardware represented in the spatial do-
main is converted to the spectral domain by utilizing the Fourier
normal transform of the graph.

In order to determine the impact of the Trojan’s implantation on
the hardware topology spectrum, the proposed method performs
subtraction between the Trojan-in and Trojan-free spectral matrices.
We intend to exploit the graph neural network in this approach to
extract Trojan’s features, enabling it to be used on various hardware
architectures. Furthermore, the proposedmethod generates datasets
that span many different IP cores, which solves the lack of datasets.

3.5 Graph Neural Network Model
We employ spektral[12], a framework for graph deep learning, and
refer to previous work for molecular protein prediction.

We are now building a three-layer convolutional graph network.
Each layer of the model generates a new node representation by
aggregating neighbor information, by selecting the average of a
graph’s node features. The training loop repeatedly trains and
computes gradients using graph loader objects, similar to image
classification or language modeling.

This work is still ongoing.

4 EXPERIMENTAL RESULTS
The overall purpose of this paper is to provide Trojan detection
for a SystemVerilog-based SoC. As a result, our testbench[3] is an
SoC equipped with an Ibex core, an open-source 32-bit RISC-V
CPU core written in SystemVerilog. Additionally, we link an AES
128 module[31] via the AXI bus. The experiment is on a computer
with an Intel(R) Core(TM) i7-4770 CPU, 16GB RAM, and Ubuntu
20.04.1 as the operating system. The compilation procedure took
20 seconds in total.

4.1 From IR to Graph
We develop code to process these graphs efficiently. In the transfor-
mation, superfluous attributes are deleted from the dot file. While
in the current approach, conversion from the directed graph to an
undirected graph is done in the next step due to the graph’s Laplace
transform’s validity. At this stage, we maintain the orientation of

Figure 6: Diagram showing the hardware architecture of the
AES-T100 from the trust-hub after Trojan injection.

the edges. Fig.6 indicates the hardware architecture of AES-T100
from Trust-hub after the Trojan’s insertion.

Following that, the data are converted to spectral space. Then a
graph neural network is used to analyze the data. The results will
be demonstrated in our future work.

5 DISCUSSIONS
We plan to complete the experiments with the following aspects in
future work. First of all, the UHDMmodel generated by Surelog has
the potential to cause core dumps in Yosys and Verilator, which are
the only applications that presently support the UHDM model. In
subsequent work, we may bypass these two software and directly
acquire the hardware topology via UHDM. Second, we tried to refer
to the molecular prediction network. Molecules, on the other hand,
are very distinct from hardware. For example, hardware always
includes more types of nodes, more edges from single nodes, and
a far larger overall design size than molecules, necessitating the
reworking of the layer and network structure. Finally, the proper
Fourier basis has to be investigated experimentally.

6 CONCLUSIONS
To secure a RISC-V based SoC design, we present an NN-based
hardware vulnerability detection framework. We extend the tool’s
functionality by employing Surelog as a SystemVerilog front-end,
and then evaluate the hardware architecture using graph neural
networks to perform a static analysis of hardware security. Simul-
taneously, we use residual learning to minimize the influence of
hardware functions on the analysis, hence increasing the size of
the training database. The experimental section of this work is still
under construction, and more completed demonstrations will be
given in our future work.
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